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mé)l?s'%ﬁe\\ss Seminar grade

= This seminar consists of two administrative parts:

« 60% Paper

 40% Presentation

= Participation in all parts is required for the successful
completion of the seminar.

= The work is evaluated on an individual basis.




moblle™ Formal requirements

= For the paper, the formal requirements of the chair
apply.

= Please use the provided word template (or LaTeX)

= Use the APA American Psychology Association
style for citations

= 10 pages text are recommended (excluding cover,
table of contents, references, etc.)




mt?t?s'%ﬁ?ss Submission

= The seminar papers must be submitted in
electronic form in the following format:
= Ms-word/OpenOffive/LaTeX.zip AND

= Adobe PDF (Make sure that the file can be opened with
Adobe PDF Reader )

via E-Mail to: seminar@m-chair.de

= The PDF fiile should include the statutory
declaration with your scanned signature

= Submission until 4th June 2021
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mobile N\ Formal requirements for
RLlpess presentations

= Seminar presentation:
= Duration: 15 min. at most
= Following discussion: 15 min

= Each presentation is assigned a moderator
= Responsible for the first question
= Moderating the discussion

= Submission until 9th June 2021
= PDF or PPTX
= Email to seminar@m-chair.de
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mﬁ?si!ﬁe\\ss Important dates

Where/When/How

29t May 2021 Kick-off Big Blue Button

30th May 2021 (12:00 pm)  Submission of Email to: seminar@m-
preferred topics (1-3) chair.de

30th May 2021 Distribution of topics Via email

4th June 2021 (by Paper submission Ms-word / OpenOffive /

midnight) LaTeX.zip AND PDF to:

seminar@m-chair.de

9th June 2021 (by Presentation Email to: seminar@m-

midnight) submission chair.de

10th June 2021 Presentation - day 1 09:00 - 17:30

11th June 2021 Presentation - day 2  09:00 - 17:30

Possibly one of the
presentation days will be

cancelled or shortened!
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In case of any questions or problems arise during the
seminar you can contact: seminar@m-chair.de

For comprehensive questions please make an
appointment for your topic:

= sascha.loebner@m-chair.de

11



mailto:seminar@m-chair.de
mailto:sascha.loebner@m-chair.de

mobile N\
business Agenda

€© Introduction to Privacy and Data Protection

12




mobile N\
business Agenda

€© Introduction to Privacy and Data Protection

= Introduction

13




QoplER): Data Protection and Privacy

= Both terms are related but not
synonymous and have many definitions.

= 2 popular ones:

= Data protection is the protection from harmful
and unsolicited usage of data linked to the
personal sphere of a person.

= Privacy is the right to be left alone, e.g. to be
unwatched or anonymous [WaBr1980]




mt?t?si!ﬁe\\ss Introduction I

= Early day definitions: “The right to be let alone” warren and
Brandeis, 1890, Harvard Law Review: “"The right to privacy” [WaBr1890]

= Beginning of information age: “The claim of individuals,
groups, or institutions to determine for themselves when, how,
and to what extent information about them is communicated
to others.” westin, 1967.

T\ = Westin’s index
\:( = Privacy fundamentalists
Y * Privacy pragmatists

l;f)\ = Privacy unconcerned

———

Source: https://pixabay.com/es/de-distancia-junction-direcci%C3%B3n-1020088/
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mﬁ?si%ﬁe\\ss Introduction II

= Contemporary: It is complex.

= “The ability of the individual to protect information
about [herself]” Goldberg et. al 1997

= Personal information: “"Any information
relating to an identified or identifiable
natural person (data subject); an
identifiable person is one who can be
identified directly or indirectly ”

Source: https://pixabay.com/es/icono-la-cabeza-ver-el-perfil-1247948/
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mobile S\ General Data Protection Regulation
business (GDPR)

= Entered into force on 24 May 2016 and applies since 25
May 2018.

= The European Commission says that the recently
approved regulation “puts the citizens back in control
of their data, notably through”:

= A right to be forgotten - Users will have the right to demand
that data about them be deleted if there are no “legitimate
grounds” for it to be kept.

= Data security: Personal data that is “any information relating to
an identified or identifiable natural person” (GDPR article 4)
has to be protected against loss, damage and unauthorized

processing
[GDPR 2016]

18




mobile General Data Protection Regulation

THE SIX GDPR PRINCIPLES TO ENSURE ACCOUNTABILITY

Lawfulness

Purpose limitations

Ee transparen't'and fale:=Processingiusersidata.us tobie Collect data for specified and legitimate purposes - Data
done for a specific purpose that the user has agreed to and . i
i 3 : is to be used for a specific purpose that the user has been
has to match up with how it has been described. !
made aware of through explicit consent.

Integrity G D P R Data minimisation

lOrganisational accountability under GDPR (ICO): “You are expected
0 put into place comprehensive governance measures... Privacy

Data safeguarding - Processors should protect user data mpact assessments and privacy by design are legally required”.
against unlawful processing or loss. GDPR recommends the

Limit the amount of data - You'll need to review what
user data you have and why. Moving forward, only
capture the minimum amount of user data you need.

encryption of user data and privacy by design processes. ¥ CYBER-DUCK
Storage limitations Data accuracy
Kept for as long as necessary - User data that is no longer Kept up to date - Make sure that data is accurate and
required should be removed. If kept for longer than needed ideally stored in a way that allows a user to update or
data should be pseudonymised to protect users identity. delete the data themselves (securely).

19




QoplER): Law Alone is not Sufficient

= Data protection / Privacy law alone not
sufficient

= Not all processing can be controlled (e.g.
every network node).

= Deliberate breaking and bending of law
(different legislations on the internet)

= Economic pressure can force customers to
give consent to almost any kind of ‘privacy’

policy (e.g. selling privacy for “peanuts”).

[Reagle1998, SelfReg1999, Bell2001, Hoofnagle2005]
20
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Usability

“Can | do what | want to do?” “Does the System accompliSh

my tasks quickly? “

“Do | feel secure and comfortable

while using the system? “

4 ) 4 )
Effectiveness Efficiency
\_ / \_ /
N, /
Satisfaction
\_ J

[National Academy2010]
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QoplER): Technical Aspects of Privacy

A. Privacy by design
B. Privacy engineering
C. Privacy enhancing technologies

©o®
”ﬂbb@@o
“)Q’@@@&.
u “ QC,@“

MMMMMM i

e: https://pixabay.com/es/humanos-siluetas-redes-internet-1157116/
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= Refers to the notion of

embedding privacy
directly into the design

of ITs and systems

= Adopted as one
essential principle in
the GDPR.

[Cavoukian2010]

A. Privacy by design

/ foundational principles

Proactive not reactive

Privacy as the Default setting

r Privacy Embedded into the Design ‘

Full Functionality

End-to-End Security

Visibility and Transparency

Respect for User Privacy

26




mobile S\ Machine Learning Life Cycle
Dusiness CRISP-DM - additional steps by IBM

Data sources
& SMEs

AN
N £
el B
=
=
~ ool

Deploy _,“, : 1 ‘

Source: https://developer.ibm.com/articles/cc-devops-artificial-intelligence-cognitive/
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B. Privacy engineering I

= Connection between research and practice
(privacy and software engineering)

|

Privacy-by-design ]

[ Privacy (research) ]4

7 foundational principles
{(Software) engineering]

[Gurses2016]
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B. Privacy engineering II

= Three main goals:

Predictability

T

Manageability

Disassociability

[NIST2014]
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meple . C. Privacy enhancing technologies

= Privacy Enhancing Technologies (PETs)

= It refers to the category of technologies that minimise the
processing of personal data

= Examples
= Automatic anonymisation (e.g. Anonymizer, iPrivacy)
= Encryption tools (e.g. SSL)
= Policy Tools (e.g., P3P, TRUSTe)

= PPML (e.g. Federated Learning, Homomorphic
Encryption)

[Danezis2014]
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Introduction to Privacy and Data Protection

Technical aspects
= Privacy enhancing technologies for machine learning




e ous Machine Learning I

= “Machine learning is defined as an

automated process that extracts patterns
from data” [Kelleher2015]

= Supervised Learning: Applications in which
the training data comprises examples of the
input vectors along with their corresponding
target vectors [Bishop2006]

= Unsupervised Learning: The training data
consists of a set of input vectors without any
corresponding target values.




mobile e Machine Learning II - Tasks

= Clustering: Dividing the dataset into
clusters of similar examples. (e.g.
spam filter)

= (Classification: The computer
program is asked to specify which of
k categories some input belongs
to. (e.g. object recognition)

= Regression: The computer program (o )
is asked to predict a numerical value
given some input. (e.g. price 4 i

prediction)

[Goodfellow2016]




mobile 3\ Why Privacy Preserving Machine
busingss Learning?

* Machine Learning (ML) is becoming part of our daily life
« Often individuals’ private data is required for the ML
application [Al-Rubaie2019]

Data subjects

Collects -

Model data
Construction .

-
‘ Data

Service Al Service Database

User
(Data subjects) Provider
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Model inversion attack

Tracing attack

2

Collects
Model data
Construction
‘ Data
User « Service Al Service  Database

ata subjects)

Provider
NN

Membership inference attack

--> Law Alone is not Sufficient

Why Privacy Preserving Machine

Learning?

Data subjects
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mobile 3\ Topic 1: A survey on attacks on
otBlnEss machine learning architectures

= Expected results: A review of existing
attacks against machine learning
architectures and models.

= What ML architectures exist (e.g. cloud,
distributed ML)?

= What are the trust assumptions in these ML
architectures?

= What are their vulnerabilities?
= What attacks exist against these architectures?

= What attacks exist against certain tasks (e.g.
clustering, classification)




mobile 3\ Topic 2.1: Privacy preserving
busingss federated learning (FL)

= Expected results: A detailed analysis of the
technology federated learning.
= How does federated learning work?
= How does it increase privacy?
= Who are the actors involved?
= What are the trust assumptions?

= What are the incentives for a user to participate
in the training of a local model?

= What are the strength and weaknesses of
federated learning?

= Where is the technology currently used?




mobile 3\ Topic 2.2: Privacy preserving
pusiness differential privacy (DP)

= Expected results: A detailed analysis of the
technology differential privacy.

= How does differential privacy work?
= How does it increase privacy?

= Who are the actors involved?

= What are the trust assumptions?

= What are the strength and weaknesses of
differential privacy?

= What are the hurdles for implementation?
= Where is the technology currently used?




mobilesy  Topic 2.3: Privacy preserving secure
ZUSIESS multiparty computation (MPC)

= Expected results: A detailed analysis of the
technology secure multiparty computation.
= How does secure multiparty computation work?
= How does it increase privacy?
= Who are the actors involved?
= What are the trust assumptions?

= What are the strength and weaknesses of
differential privacy?

= What are the hurdles for implementation?
= Where is the technology currently used?
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Source: Pixabay released under Creative Commons CCO:
https://pixabay.com/es/pregunta-imagen-plaza-556104/

Questions
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